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| SG21: Technologies for multimedia, content delivery and cable television

Question 4 (24 @ Question 5

» Human Factors for Intelligent user  Al-enabled multimedia applications
interfaces and services o Al AAEIOIT|E 2R3t @7 AR
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| Q5 Q12X|s BZE3} :Al-enabled multimedia applications

BEYS

— scope and definition of Al as it relates to multimedia applications;

— identify specific use cases where Al can be applied to multimedia applications;

— identify Al techniques facilitating intelligent and automated multimedia-based tasks;

— identify use cases, framework and requirements of multimedia applications using Al generated content
(AIGC), including those utilizing large foundational models, techniques enabling AIGC are to be studied,
works related to content itself, such as creation, inspection, regulation, etc., are out of the scope of this
Question;

— data preparation for use with Al-enabled multimedia applications;

— specific system characteristics for Al-enabled multimedia applications;

— assessment and evaluation techniques for Al-enabled multimedia services;
— identification of how Al may impact existing multimedia applications;
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F.GAI-Nocode Framework and Requirements for of no-code generative artificial intelligence systems in software defined domains for multimedia Al applications
FAAI Technical Requirements for Al Agent Interoperability

F.PEM-LLM Performance evaluation methods for large language model inference service

FTR-ED Technical requirements for embodied artificial intelligence teleoperation data collection systems in real-world scenarios

F.RF-MDC Requirements and framework of model distillation capabilities

FMFMP Requirements and framework for the meteorological foundation models platform based on multimedia data

F.AI-SCVC Requirements and framework of Al-based semantic communication for video calls

FAIl Technical Requirements of Al Accelerators Interconnection Framework for Multimedia Application

TRWM Technical report on technical framework and essential capabilities of World Models

F.IMSS-AI Framework and Requirements of Intelligent Marketing Service System based on Al

F.TAKEA Framework and technical requirements for knowledge engineering applications based on foundation models

TR.FRES Power Efficiency metrics and Evaluation Requirements for Foundation Model Training and Inference Systems

F.CETD Requirements for the Construction and Evaluation of Fine-Tuning Datasets for the Training of Domain-specific Models

F.op-reqts Framework and general requirements of observability platform for foundation model training and inference clusters

FAI-RFTSFMP Requirements and framework for the time series foundation models platform

F.FFM Requirements and Framework for Federated Foundation Model

F.RF-CSAIA Requirements and framework for Customer Service Al Agents

FMRMS Requirement and framework for Distributed machine learning-based remote monitoring services for multimedia applications

FFUCL Requirements and Framework of Cross-Platform Unified Communication Libraries for Distributed Multimedia Al Systems

F.AICP- MoE F.AICP-MoE: "General technical requirements and framework for artificial intelligence cloud platform: Mixture of Experts (MoE) capability”
FAICP-DP FAICP-DP “General technical requirements and Framework of for artificial intelligence cloud platform: data processing requirements”
FEML Evaluation Methods for Adaptability of Al Systems to Foundation Models

F.CFM Requirements and framework for cloud-edge-end collaborative interaction between foundation models and lightweight models
F.SPAIAS Requirements and evaluation methods of Smart phone artificial intelligence agents

F.RF-AIA Requirements and framework for artificial intelligence appliance

F.BA-EAI Framework for benchmarking and assessment of embodied artificial intelligence systems
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« F. ECHO: Requirements for conversation system in a hybrid work environment
« 42 ot=4 AFH -> F746.192 52

. Domain
Speech Speaker Emotion .
o , ) , Authentication Knowledge-
Recognition Identification Analysis
. Based
estion & . i
Face Q; B Statistical Guest Book }Ileehng
iy ogue . est Bool
Recognition &t Analvsis B-Tmutv.?s
Processing ) & Sharing
Question & | ———» Domain Text (Fact)
Speech Speech Text Text Dialogue Knowledge-
————» Recognition Processing Based Text (Speech)
Speaker
Face Face Image Identification Text X Text (Emotion) Text (Personal)
——* R o > *| Emotion Analysis >
ecognition
. Text (File) Meeting Text (Deadline)
Text (material) —+  Minutes » Notification

& Shari ork i
Statistical arng  Text (Work items)

T Text (Statistical info)
ext Analysis

Text
(Participants)

Authentication
Text o D
»  Authentication [————»

Guest Book




USAIS 712 =z M B=2) S

CIXIE &3 AHAE OO X0 2| 9]

Global ICT Standards Conference 2025

« F. FDHC: Factors and framework for digital human customization
« Xk 2=

l

‘ Dynamic features ~ Static feaiures

______________________________________

Feature Modulator

T

Static Extractor

Internal Feature

Multi-modal Output

Dynamic
Feature

—>»{  Dynamic Extractor

< Learner

Selection/Modulation Input

Multi-modal Input

Digital human customization and interaction framework

External features

Dynamic voice

Shape features ‘ ¥

Static voice features ‘

features

.

g AY
[ Posture features J i :
L J

Internal features

Habitual features ‘ ;

Emotion features ‘

Knowledge features ‘

Classification of digital human

Table 3 — Shape features
|__Feature | Format/Unit [ Description |

List of values
parameters
Map of parameter
values

LA IGEE (Tree structure)
on tree

Length of b el
ody segme
nts

Bl R AR degrees (minimum
Ale[ei el ), degrees (maximu
S m)
SEVELI R degrees (minimum
Gle[ei el ), degrees (maximu
S m)

HE R ER degrees (minimum
Gle[eliclele i ), degrees (maximu
y segments [Ny)]

LGS cm

' features

f body seg
ments

A set of parameters determining sha
pe of a face

Map of hair shape parameters along
the head area

A directed graph without cycles, con
sists of joints as nodes and body se
gments as edges, which defines top
ology of body.

Length of body segments

Allowed angle between two connect
ed parts along bending axis

Allowed angle between two connect
ed parts perpendicular to bending a
Xis

Relative angle of two bending axes

of two joints incident with a given b
ody segment, when projected into t
he perpendicular plane of the segm
ent

Square root of largest cross-section
area of a given body segment, multi
plied by 2/\m
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 F. UIES-req: Requirements for Intelligent User Interface services for the elderly
- X2t MeDiF (et=AO0rEL| & 7[7|LATISRYEL, ETRI -> F746.212 QI &

Conversational
User Interface
Server '6 @
Speech API Speech l_ A | _
(Speech-to- Synthesis AP Facial expression
Text)
‘) Output
) Text-to-speech
' ‘,)) Recording Speech-to- ( P ) Acoustic features of voice
Voice Files Text file ..2 ° .% — Counselling Service
Input Hologram LED Control based onEmotional intent
(User Voice) o Output N I
Voice files and network Control otor contro Motor
Communication control Sensor board Gesture
and Output Control
i | @ Machine learning
Temperature, Temperature, Database value )
humidity, humidity, charting || User movement Dialogue Q
illumination illumination monitoring
sensor Database Server

Emotion

FUIES-req &t EtMH| A Q FALSE
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03. MPAI QI12X|5 7|& BE=3}
| MPAI: Moving Picture, Audio and Data Coding by Artificial intelligence
« MPEG & A|X} Leonardo Chiariglione 7t 2 &t H|H2| I M EZ=CHA

. A0 7B HO|E R BEE Y 28

« 20203 o9& 3020 AE =l AFAE
e [EEE ETO = AHAISIY 97 = 27

« SRl 1570 =7}, 40 74| EhA| 3| R https://mpai.community

*Data coding: the transformation of data from a format into another
format more suitable to an application.

-13 -



Y

QIBX|S 7|&0| IHEES S =

Global ICT Standards Conference 2025
| M

Automotive

Metaverse

Objects
and Scenes

Audio
Enhancement

Human-Machine
Communication

Neural Network
Watermarking

Multimodal
Conversation

Neural Network
Traceability

Up-sampling
Video Filter

Portable Avatar
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New project — Pursuing Goals in metaverse (MPAI-PGM)
— Autonomous User Architecture (PGM-AUA)

Proposal from CAE-DC, MMC-DC, Requirements (M
MM), Requirements (OSD), Requirements (PAF)

Tentative Scope: It specifies functions and interfaces by which an Autono
mous User (A-User) in an M-Instance interacts with another User (Autono
mous/Human) who or may be under the direct control of a human,
and thus a Human-User (H-User) — a “conversational partner”.
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Pursuing Goals in metaverse (MPAI-PGM):Autonomous User (PGM-AUA)

Human Command Action
A-User Control .
Process Action Process Actiog
Response Request
Rendering Avatar
= Spatial Personality | Context Guide Direttive
“Text @ PDirective
Context| a2 a0 Domain A Refined ExDressiv Personality | A-User | A-User Re
) o Z ccess etine USferState b 5 Alignment [Persona ndering
Audio 5 g Spatial Context| Refinement State Status
§ ) Output | Guide Guide
et . Initial DA- Enhanced UR- Refined  PA- Fipal
x Spatial Guid
3D Model g patia} Luiae Respanse Proﬁwpt Response Prompt Resppnse Prompt Response
S 5o
Visual Context | & © PC- :
= Basic Knowledge (LLM)
o o |Prompt
E —
Controller (Non-secure/Secure)
MPAI . Global Communication S || Encryption Se || Attestation S
Communication Access . : .
Store Storage ervice rvice ervice
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A-User Control

« The A-User Control AIM ﬁoverns the lifecycle of the A-User and orch
estrates its interaction with both the M-Instance and the human User:

« Controls the AlIMs and the interaction of the A-User with the M-Instance

» Performs Actions and Process Actions in the M-Instance based on the Ri
ghts it holds and the M-Instance Rules.

Outputs from A-User’s AlMs

Process Action Response Action

A-User C
ontrol | Process Action Request

Input from A-User’s AIMs

A-User Rendering Command

18
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Context Capture

The Context Capture AIM enables an A-User to perceives its environment
comprised of an Audio-Visual Scene and one A- or H-User and produces
Context:

 Audio-Visual Scene Descriptors
« User State (includes Personal Status and other User descriptors)

 Text.
Text Object o
>
Audio Object a
S Context
Visual Object £
(]
Visual Object *g
O

2-Nov-25 19
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* Interprets the Audio, Speech, and Visual components of an M-Location

» Generates:
 Spatial Output that includes:

« Audio Spatial Output with spatial and temporal interpretations of audio objects.
« Visual Spatial Output with spatial relationships, referent resolutions, and interaction con
straints.
 Spatial Guide that includes:
 Audio Spatial Guide, represents the spatial audio context enriching the User's text
with audio spatial cues, such as sound source relevance, directionality, and proximit

y

» Visual Spatial Guide, represents the visual spatial context enriching the User’s text
with visual spatial cues, such as object relevance, orientation, proximity, and afforda
nce.

« Sends the Audio and Visual Spatial Guide to the Prompt Creation AIM.

Context Spatial Output
Spatial Reaso

Spatial Directive ning Spatial Guide PC-Prompt C
reation

2-Nov=25
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Prompt Creation to Basic Knowledge
The Prompt Creation AIM

« Augments the User’s Text with
« Audio and Visual Spatial Guide.
« User description components of Context.

« Produces PC-Prompt — a natural language expression structured accord
Ing to the PC-Prompt Plan JSON Schema.

« Sends PC-Prompt to Basic Knowledge.

 Basic Knowledge AIM sends its Initial Response to the Domain Access
AlIM. 1
Initfial

Spatial Guide
Response

CDntE}(tx Prom pt PC-
“| Creation | Prompt]
2-Nov-25 21

S

Basic Knowledge
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From Spatial Reasoning to Domain Access

Spatial Reasoning sends Audio and Visual Spatial Output to Doma

In Access AlM.
Domain Access

 Accesses domain-specific knowledge.

» Produces and sends Spatial Directive back to Spatial Reasoning t
o improve its understanding of the Audio and Visual Scene.

Spatial
Reasoning

Spatial

Directive

Spatial _

Output”

Domain
Access

/I

Fial

2-Nov-25
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Domain access to User State Refinement and Personality Alignment

Domain Access
e Integrates the Initial Response with the Audio and Visual Spatial Outputs.

* Produces a JSON object based on the DA-Prompt Plan JSON Schema.

. Corlc\)/erts DA-Prompt Plan into a quasi-natural language prompt (DA-Pro
mp

« Sends DA-Prompt to Basic Knowledge.

« Sends the Domain Access's improved understanding of Context to User
State Refinement and Personality Adaptation.

Spatial Personality Context Guide
Directive
Spatial Reaso Domain Acc : . Personality A
ning oS Adaptive | User State Refi Exp;eiswe lignment

, Context nement ate
Spatial Guide Guide
Output

Initial DA-

2-Nov-25 rResppnse Frogmpt




USAIS 7= =z M E=2}

From User State Refinement to Personality Alignment

Basic Knowledge

Produces Enhanced Response includes updated information about the User State
Sends Enhanced Response to the User State Refinements AIM.

User State Refinement
Converts Enhanced response into a structured format using the UR-Input JSON Schem

a.
Refines Understanding of User State.

Generates a JSON object based on the UR-Prompt Plan JSON Schema
Converts UR-Prompt Plan into the quasi-natural language

7 ) N\

Global ICT Standards Conference 2025

UR-Prompt.
« Sends UR-Prompt to Basic Knowledge User State Re | EXpressive 'Z"ilr;gr’:z:z
- Sends Expressive State Guide to the Personality Alignment AIM. finement | >tate
Basic Knowledge - %nced Uf' Re%ned
« Produces Refined Response, Response Prompt Response
« Sends Refined Response to Personality Alignment.

2-Nov-25
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From Personality Alignment to A-User Rendering

Personality Alignment

. ﬁ%nverts Adapted Response into a JSON object using PA-Input JSON Sche

« Selects the appropriate Personality Profile.

« Generates a JSON object based on the PA-Prompt Plan JSON Schema.
« Converts PA Prompt Plan into the quasi-natural language PA-Prompt.
« Sends PA Prompt to Basic Knowledge.

* Personality Alignment formulates an A-User Personal Status.

« Sends A-User Personal Status to A-User Rendering AIM.

Personality | A-User | A-User Re
Alignment |Personal| ndering
Status

PA- Fipal
Prompt Response

2-Nov-25
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A-User Rendering

A-User Rendering produces a speaking Avatar using

 Text, Speech, Visual
« Command from A-User Control to shape the speaking Avatar

A-User
Control
Command | A-User Render | Avatar

A-User INg

Personal
Fimal
Response

Status
2-Nov-25 26
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09. Conclusion
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